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Picocavity modal analysis: A multiple-scattering approach for picoscopic mode coupling
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Picocavities serve as exceptional platforms for extreme atomic-scale field localization, enabling opportunities
for light-matter interactions at subnanometer scales. Here we introduce a scattering-theory-based mode analysis
approach to model the interaction between picocavity and nanocavity modes, providing insights into picoscopic
field-field dynamics. By employing coupled-mode theory, we specifically investigate the coupling between
multiple nanocavity quasinormal modes (QNMs) and a single picocavity QNM, highlighting the development
of spectral correlations through mode hybridization. Our findings reveal that the induced hybridization can be
controlled by adjusting the picocavity geometry and the frequency spacing of the excited modes. This strong
field-field coupling at picoscopic scales leads to spectral mixing, which alters the optical density of states,
facilitates the identification of Fano resonances, and produces spectrally stable picocavity modes with modified
mode-mixing characteristics. Furthermore, the coupled-mode framework enables the modeling of quantum
dynamics resembling the Jaynes-Cummings model, describing the interaction between a hybridized two-level
system and a quantized picocavity field. These insights into picoscopic light-matter interactions pave the way

for advancements in subnanometer photonic quantum dynamics.
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I. INTRODUCTION

Picocavities, which confine light at the atomic scale, can
form within tightly confined plasmonic nanocavities, such
as the nanoparticle-on-mirror (NPOM) structure, through
mechanisms like a single gold atom protrusion. In this
picocavity-inside-NPOM configuration [1-4], the gold atom
is drawn out by light and stabilized via the polarizability of
a nearby tip atom, remaining attached to the nanoparticle
surface through coordination bonding. This adatom remains
stable for several minutes at room temperature and signifi-
cantly longer at cryogenic temperatures [4]. With an optical
mode volume of 1 nm? or less, picocavities are crucial for
applications including single-molecule optomechanics [3], ul-
trafast polaritonic interactions [5], optical spring effects [2],
and many others [1,2,4].

The quantitative analysis of the picocavity-inside-NPOM
configuration, including its electromagnetic-field dynamics
and interaction with a quantum emitter, presents three major
challenges in nano- and picophotonics [1-11]: (i) accurately
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calculating the electromagnetic field within the NPOM ge-
ometry [6-8], (ii) modeling a single or a few gold atoms
as subnanometer metallic entities on the NPOM surface
(see, e.g., Ref. [4]), and (iii) understanding the dynamics
of a dipolar emitter in proximity to a nanostructure [9-11].
Addressing these challenges, the near-field properties of
the picocavity-inside-NPOM architecture have been explored
through various theoretical and numerical methods, includ-
ing finite-difference time-domain simulations [12], quantum
density-functional theory [13], and dipole approximations [4].
While these approaches have yielded valuable insights, recent
experiments [2] on picoscopic optomechanical phenomena
underscore the need for a more comprehensive yet intuitive
framework, particularly one that captures mode coupling and
picoscopic field evolution.

Building on earlier studies, this work focuses on two key
unresolved questions. First, can a theoretical framework based
on a multiscattering formalism be developed to analyze the
evolution of light within a picocavity-inside-NPOM system?
Second, is it possible to quantize these leaky modes and es-
tablish a robust theoretical basis for describing the quantum
interaction between atomically confined light and a two-level
quantum emitter?

Recent studies have established mode coupling between
nanocavity and picocavity quasinormal modes (QNMs)
through approaches such as incorporating nonclassical cor-
rections into a quantum hydrodynamic model linked with
QNM theory [14] or utilizing fully vectorial computations
with surface-response quantum corrections [15]. Here we in-
troduce a theoretical formalism that models the picocavity and
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nanocavity as two displaced scatterers with distinct shapes,
each characterized by its own QNMs. The resulting coupled-
mode equations (4) extend traditional coupled-mode theory
theory [16-18], by incorporating self- and cross-coupling
coefficients specific to nano- and picocavity QNMs. This
framework thus complements existing research and addresses
the challenges (i)-(iii) previously outlined in nano- and
picophotonics but differs fundamentally by employing a biob-
ject scattering approach. This novel perspective facilitates a
quantum description of the interaction between the picocavity
and a two-level quantum emitter, enhancing our understand-
ing of field-field and field-matter interactions at picoscopic
scales. Notably, we demonstrate the utility of this formalism
by analyzing the interaction between the quantized picocavity
mode and a two-level quantum emitter, effectively capturing
the dynamics of the picoscopic light-matter interaction.

II. MODEL

We consider a metal nanoparticle with a facet width w
placed just above a planar gold surface forming an NPOM
with a gap size d ~ 1 nm. At the center of the nanofacet, we
assume a single (or a few) gold atom(s) with a scalable pro-
trusion, which we consider to have optical properties given by
the permittivity of bulk gold ey, = &y + ien as this seems to
confirm (along with time-dependent density-functional-theory
calculations) vibrational nonlinear spectroscopy experiments
[3,12]. This protuberance has volume V and semiaxes a;,
J € x,, z, with z the axis perpendicular to the nanofacet. Here
we set ay =a, = 0.15 nm and a, = ¢a,, for ¢ =a;/a,,
the aspect ratio. Following previous studies [13,15], we con-
sider ¢ as a control parameter of the picocavity geometry,
achieved by pulling a few adatoms different distances out
of the Au surface. This forms a stacked configuration that
we approximate with a half ellipsoid. For simplicity, our
minimal model disregards explicit information about, for ex-
ample, the electronic structure and materials-related quantum
features such as charge transfer between the NPOM struc-
ture and nearby emitter. Here, to model half-oblate ellipsoid,
we assume a; > d, ,, define e = /1 — ¢~2 to give L (¢p) =
e3(1 —e*)(tanh~'e —e), and assume a multiplicative
structural factor

em(w) — &g
em(@) + &g
with A =0.19." Finally, by defining f(w)=1[1—
em(w)/eg]™! as the spectral parameter, we express the
polarizability as [4,19]
a(w.¢) 1

gV L($)Ly(@) — f(@)’

Liw)=1-N

a;(w, ¢) = ey

'Indeed, polarizability of a half ellipsoid is achievable either by
using theoretical methods such as spectral representation [19] or
a solution to the Laplace equation (see Appendix A) or by using
numerical methods such as finite-difference time-domain [12] or
quantum hydrodynamic correction to QNM theory [14,15]. We fix
N = 0.19 to match the theory with numerical calculations.
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FIG. 1. (a) NPOM configuration with 2R = 80 nm, width w =
10 nm, gap size d = 1 nm, and atomic protrusion below the flat gold
nanoparticle facet. The nanoparticle has permittivity e, (w) and also
has nanogap material of refractive index n, = /¢, supporting the
electric-field amplitude E,. The inset shows a protrusion of radius
aj, j € {r, z}, for polarizability &,. (b) Polarizability of picocavity
resonance vs ¢ for various ng. (c) Maximum field enhancement
E(w) = |E,/E,| for various n,.

We note that Eq. (1) can also be obtained by analyzing the
scalar potential. In Appendix A we present quantitative steps
towards the derivation of the polarizability for the picocavity-
inside-NPOM configuration [namely, Eq. (1)], based on the
spherical harmonic representation of the nanocavity QNMs
and utilizing the solution of Laplace equation [6]. Charac-
terizing &;(w, ¢), we determine f(w) and Lg(w) by fitting
em(w) to the optical dielectric function of gold [20] and pick
up the picocavity resonances by numerically finding (1) as
@, (wres) = max[@;(w, ¢)], for various ¢ € [1, 3] in Fig. 1(b).

Emission properties. To determine the emission proper-
ties, we assume that the size of the picocavity is much
smaller than the nanocavity facet and also is small compared
to the gap size, allowing us to approximate the picocavity
field reradiation as dipole radiation emitted by a polarized
nanoparticle. Hence, the picocavity effectively experiences a
uniformly distributed nanocavity field E, inducing the po-
larizability @, (w, ¢) [4]. We then define the effective dipole
p(w, ¢) = &,(w, ¢)E, and exploit the superposition principle
to obtain for the picocavity E(r, w, ¢) = E, + {[p(w, ¢) -
PP — p(w, )} /4meor?, with # the unit vector along r. For
specificity, we set |ro| = 0.1 nm and find max[E(ro, ¢, w)]
for ¢ € [1, 3] to retrieve a maximum field enhancement factor
E(w) = |Ey/E,| as shown in Fig. 1(c). This results in field
enhancements up to tenfold larger than in the NPOM nanocav-
ities and similarly high polarizabilities. Reflecting extreme
field localization and enhancements [Figs. 1(b) and 1(c)] show
the characteristic spectral features of the picocavity field, al-
lowing us to consider the picocavity and the nanocavity as
two distinct linear scatterers. We note that while our simple
dipole-field approximation of the picocavity reradiation may
be suitable for the picocavity mode analysis here, it cannot
be used for an optically measured spectrum as it disregards
effects such as quadruple fields [21,22].
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III. THEORY

Here we aim to provide detailed quantitative and qual-
itative steps toward a multiscattering framework for the
picocavity-inside-NPOM configuration to exploit it for ex-
ploring picocavity mode evolution and quantization. Since our
scheme resembles a cavity-inside-nanocavity architecture, we
should follow three quantitative steps required for cavity field
quantization: (i) coupling input to output ports via the cavity
configuration (input-output theory), (ii) modal evolution of the
cavity via coupled-mode theory, and (iii) field quantization of
the excited mode(s). Here we first establish a biobject scat-
tering framework for the picocavity-inside-NPOM scheme in
Sec. IIT A and derive the generalized coupled-mode theory in
Sec. III B. We then exploit this formalism to characterize the
modal evolution and hybridization of the picocavity, calcu-
late its field quantization, and investigate the coupling of the
quantized picocavity field to the resonant two-level quantum
emitter in Sec. V.

A. Biobject scattering formalism
for picocavity-inside-NPOM configuration

We treat the NPOM and picocavity as two differently
shaped biscattering objects, use complex linear scattering,
and exploit input-output theory [23] to describe its scattering
properties. Specifically, the NPOM (picocavity) has N, (Np)
resonances that may couple to an incoming wave through
N, different ports. Qualitatively, scattering modes and input-
output waves couple through two ways: (i) incoming and
outgoing modes via the eigenmodes of the scatterers at the
input and output ports (termed propagating modes) and (ii)
direct incoming to outgoing modes. These incoming and out-
going modes do not play arole in constructing scatterer modes
but are necessary to set up an input-output theory. Assuming
that the mth propagating mode is associated with the wave
vector k,,(w) and spatial distribution s,,(r, w), we define r,, =
rl +rlforrl the propagation and r- L k, () the transverse
direction, as the position of the mth coupling port. Then the
transverse field part s,, = s.-(rk, w)e*"n carries power to the
scatterers. As they propagate outside the scatterer in a lossless
dielectric, we consider (s#sf;) = 8y as the orthogonality
condition. Then we can underpin coupled-mode theory based
on these input-output assumptions. Here we assume that the
picocavity is a pointlike scatterer, for which multiple scat-
tering is negligible, and that the superposition principle is
applicable for scattered field calculations [24], which justifies
our assumption of distinct biobject scatterers, thus considering
separate treatments of the NPOM (without picocavity) and
picocavity (without NPOM).

To set up an input-output theory for the picocavity-inside-
nanocavity system we must use a complete set of modes for
the picocavity and the NPOM modes and fix boundary condi-
tions that provide well-defined picocavity and/or nanocavity
fields. Specifically, we choose classical QNMs for both the
NPOM and the picocavity as a possible complete set to test the
applicability of multiscattering theory for picoscopic modal
analysis. We emphasize that for gaps less than or equal to
1 nm, nonclassical effects are relevant and classical electro-
magnetic theory is insufficient to capture the full dynamics.

Hence, subsequently extending our assumptions, using non-
classical electromagnetic theory as developed, for example,
in Refs. [25-29], should provide better accuracy. The present
work focuses on developing the scattering formalism, hence
including nonclassical corrections is beyond its current scope.

As we show in Sec. II, our assumption of modeling the
picocavity-inside-NPOM system as an elongated ellipsoidal
nanoparticle and using classical QNMs provides equivalent
(but not fully accurate) near-field features compared to non-
classical QNMs [14,15]. Following classical QNM theory
[30], we consider position-dependent effective-mode volumes

for the picocavity (p) and nanocavity (n) as Ve(f’f)(r(’)) (which

hereafter we abbreviate as Ve(flf) ), with 7 € {n, p}, assume the

Ith picocavity (nanocavity) QNMs as E ;p)(r) [E;n)(r)] satis-
fying classical QNM algebra, and define @y (@) as their
corresponding eigenfrequencies [16]. Specifically, we express
the nanocavity field comprising N, modes using coefficients
al(®) as YO, 0) = Y™ a)(@)EM(r) [31] and also use
b;(w) coefficients to describe the picocavity field including
N, modes as $ ' (r, @) = Y00, b(@)E " (7).

Building on the traditional electromagnetic scattering
formalism [32], the fields evolving within the picocavity-
inside-NPOM configuration must satisfy two sets of scattering
boundary conditions. The first pertains to the continuity of
the displacement field vector, which applies to any metal-
dielectric surface with zero external charge density. The
second involves conditions dictated by the algebra of QNMs.
To define the scattering boundary associated with the dis-
placement field vector and the continuity of the scalar
potential, we adopt the approach detailed in Ref. [6]. Specifi-
cally, we enforce a zero scalar potential at the surfaces of both
the nanoparticle facet and the picocavity, while ensuring con-
tinuity in the normal component of the electric displacement
vector (see Appendix A for the mathematical formulation).

However, it is important to note that the theoretical frame-
work in Ref. [6] relies on spherical harmonics, which form a
complete orthogonal set of modes. The orthogonality relation
for these modes, given in Eq. (A9), differs significantly from
the orthogonality relation for our nanocavity QNMs, as de-
scribed in Eq. (A10). Consequently, our formalism requires
an additional boundary condition to incorporate the QNM
algebra. Specifically, for nanocavity and picocavity QNMs,
we assume that the effective potential Ve(f?) is the same for all
picocavity QNMs introducing a bounding surface at r = ry,
which encloses the geometrical volume V (ry).

The picocavity-inside-nanocavity system then acts as a
composite scatterer, including fields related to both scatter-
ers, which for well-defined fields provides field-field coupling
inside picoscopic volumes V (rp). Quantitatively, we express
the scattered field ¥ (r, w) inside V(rp) using classical
QNMs. However, in-between the picocavity and NPOM vol-
umes Vyp =V (ry) — V(ro), r € Vyyp, for ry the surface that
included nanocavity QNMs, we assume that the picocavity-
inside-NPOM system possesses Ny, coupling ports. Then the
scattered field ¥ (r, w) includes nanocavity QNMs, a com-
plete set of Ny incoming propagating modes, each of which
has an amplitude S, and a weak evanescent field wé‘;)(r, w)
which directly propagates inside V (ry). We assume that pic-
ocavity or nanocavity QNMs interact with ¥ (r, w) through
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coupling ports, but 1ﬁ(p)(r w) interact only with nanocavity
QNMs. For the scattered ﬁeld due to propagating modes, we
have y = ZN“ Sscs - ) exp(zOp )+ ¥ (r, w), where
@1; = kj(r” — rj‘.‘) (forr; = rjr + r‘} the position of jth port)
represents the oscillatory phase along the propagation direc-
tion. Then we express the scattered field as

v, )+ P, ),
¥ (r,w) =
v, 0) + Y,

r e V(I‘Q)

r € V.

Mode matching at r=ry yields SSJC = exp[—ik j(r(! —
(‘I.‘ )] Z?’i | ST, w) ) ;p)(ro)bz (w), which couples the input
power to picocavity QNMs. Following these considerations,
forr € V(ro) we assume ¢ := .. = ¥ + P (r, w) and
assume it as an incoming wave ¥, [here taken as a probe TM
plane wave with |¢;,.| =1 V/m and with small polar angle
satisfying cos(6) & 1]. For our region of interest V (ry), pic-
ocavity QNMs satisfy both orthogonality and normalization
conditions, while nanocavity QNMs satisfy only the orthogo-
nality condition, providing well-defined fields for picocavity
mode analysis.

B. Generalized quasinormal coupled-mode theory
for picocavity-inside-NPOM structures

We now investigate the dynamics of the picocavity mode
for r € V(ry) through an analysis of the total field ¥(r, w) =
Yine + V¥ (r, ). Here we employ Maxwell’s equations,
primarily V x ¥(r, ) = iwe(r, o)¥(r, w), where e(r, ) =
epg + Ae(r, ), epg is the permittivity of the nanogap ma-
terial, and Ae(r, w) is the local permittivity in which the
picocavity is embedded. Utilizing the equivalent equation for
Yines V X Yine = iwepg¥i,., we derive the scattered field
evolution as

V X Y. (r, w) — iwe(r, o) Y (r,w) =

We then find the subsequent field evolution through several
quantitative steps, specifically by plugging (2) into (3), and
then use the QNM definition and orthogonality conditions
[30,33].

Next, for an appraisal of the picoscopic coupled-mode
formalism, we define, for the nth and mth picocavity or
nanocavity QNMs, the nanocavity (picocavity) normalization
coefficients as

iwAe(r, w)¥i.. (3)

N = / dE()ulws @), a0, )
VP

eff

and overlap coefficients between picocavity and nanocavity
QNDMs as

We further assume that the coupling picocavity and
nanocavity QNMs to ¥,,. are different and define 7 =

f d3r’Ez(l)(r’) - Ae(r', w)¥,,. representing their coupling.

Then we obtain the generalized coupled-mode theory as
NOW™ — w)a(w) + KPOWP — 0)b(0) = 0I™,
N(p)(w(p) — w)b(w) + K:(p)(w(n) —wa(w) = wz'(p)’ 4)

where W = diag(@,,,...) defines the picocavity or
nanocavity eigenfrequencies. We note that due to the integra-
tion over V (ry), N ® can resemble a § distribution. However,
as the nanocavity QNM normalization is only provided for
V(ry), N® differs from a § distribution. We note further
that (4) differs from traditional QNM coupled-mode the-
ory [17,18] for which incorporating QNMs to input-output
formalism, without specifying scattering boundaries, always
yields a coupled-mode equation. In our case, the modes are
confined by the scattering boundary, for which nanocavity and
picocavity QNMs become well defined (picocavity QNMs are
orthonormal, but nanocavity QNMs are orthogonal but not
normalized); thus (4) exhibits different cross-coupling Kx®
and normalization (self-coupling) A" coefficients.

IV. PICOCAVITY MODAL ANALYSIS

We point out that the picocavity mode is spectrally broad
to cover all nanocavity modes yielding mode hybridiza-
tion between picocavity and nanocavity QNMs. Here we
use (4) to realize this hybridization among broad picocavity
QNDMs at frequency @p(¢) and multiple nanocavity frequen-
cies (@y1, @n2, - - -), which we found using methods developed
in Ref. [31]. These nanocavity modes encompass spatially
symmetric and asymmetric modes inside Ve(f‘;) . Modes exhibit-
ing significant overlap with the picocavity field hybridize and
thereby contribute to the picoscopic mode evolution. By care-
fully calculating the overlap integrals in (4), we identify only
two nanocavity modes @,; ~ 2.07 eV and @, ~ 2.18 eV,
corresponding to bright (symmetric circular distribution)
and dark nanocavity (antisymmetric spatial distribution with
odd parity) modes, respectively, which interact with broad
@p(¢) (spatially distributed as a dipole radiation pattern) (see
Appendix B for further details). Three hybridized modes
(high-, middle-, and low-energy branches) emerge from this
interaction [Figs. 2(a) and 3(a)].

Interestingly, mode hybridization in our scheme reveals
the interaction of the system with discrete and continuous
spectra.” Indeed, picocavity and nanocavity resonances are
complex eigenfrequencies corresponding to the poles of the
scattering matrix, and ¢ acts as a continuous parameter that
realizes the interaction among continuous (picocavity) and
a few discrete (nanocavity) eigenfrequencies, justifying that
Fig. 2(a) represents the interaction between a continuous pico-
cavity mode @, and a few discrete nanocavity modes @, . Here
the blueshifted mode @, [dark blue in Fig. 2(a)] corresponds
to the picocavity mode for small aspect ratios ¢ < 1 (labeled
Geo. 1), becoming the @,, nanocavity mode for ¢ = 2.5 (Geo.
3). An intermediate mode wq [violet solid line in Fig. 2(a)]
interconnects two nanocavity modes, while the dark red line

2A similar problem has been considered in quantum mechanics;
see, e.g., Ref. [34].
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FIG. 2. Mode hybridization based on coupled-mode theory.
(a) Original picocavity (orange dashed line) and nanocavity (green
dashed and blue dash-dotted lines) modes for three different ge-
ometries (labeled “Geo.”). Dark blue w,, violet wy, and maroon
solid curves w_ denote the mixed modes from picocavity-nanocavity
mode hybridization. For Geo. 2, an enhancement of the normal-
mode splitting up to =350 meV is achieved. (b) Evolution of
the extinction coefficient for three different geometries. We assume
¥ = 0.1 nm from the gold adatom.

w_ redshifts from @,; at ¢ < 1 but evolves into the picocavity
mode by ¢ = 2.5.

The appearance of the wy branch holds particular signif-
icance as it unveils two previously unexplored aspects of
picoscopic field interactions. First, it demonstrates mixing be-
tween dark and bright modes (@n1.n2) due to their coupling to
@p(¢). This is seen with the trajectory of the violet solid line in
Fig. 2(a). Second, this mode also amplifies the mode splitting
of 2 &~ 350 meV between w, and w_ at ¢ = 1.5, predicting

0.20
w;
0.15
S
2010
50
0.05
0.00
150 175 2.00 225 2.50
w,(eV)
1.0 1.00
_ @
3 0.5 30.75
<) S
S 0.0 050
6] O X 10
205 —$ =250
_10 —¢ <1 | 000
' 1.5 2.0 2.5 1.5 2.0 2.5

o (eV) o (eV)

FIG. 3. (a) Hybridized mode evolution in the complex Q@ = w, +
iw; plane. Arrows show the evolution of hybridized eigenfrequency
for increasing ¢. The infinite metal-insulator-metal eigenfrequency
approximation is shown by the black dashed line. The inset rep-
resents the details of mode mixing: red and green shaded ellipses
represent allowed mixed modes, while «; represents inaccessible
mode mixing. (b) Real and (c) imaginary parts of the reconstructed
Green’s function for three cases: small ¢ < 1, ¢ = 1.5, and sharp
¢ = 2.5 protrusions.

strong mode coupling through mode hybridization [seen for
Geo. 2 in Figs. 2(a) and 2(b)]. To gain a deeper understanding
of the strong intermode coupling in Geo. 2, we calculate
the extinction response using the optical theorem that relates
E ;. to scattered field E. in a medium surrounded by wave
number k, through ey (@, ¢) = 4m Im(E},. - E)/kg |Einc)?.
We express scattered fields in terms of eigenfunctions of

the hybridized system E . = Z] E,(r,w), j € {—,0,+}, de-

composable as E (r(()s), w)=A,(w)E, (r(()s)), with r(()s) <7rpa
position inside the effective mode volume (fixed for cal-
culating the scattered field). Inserting this into the optical
theorem, using E},_ - Eic = |E},.||E |, and neglecting the re-
sultant coefficient, we obtain the excitation response within

the picocavity mode volume as

Tex(@, @) = Y A} (@)E, (r), )
J

where A, (w) = Im[(a)? —w? + 2iyja))’1] is the spectral
function of hybridized QNMs and &, = w, + iy,. We observe
a double-peak spectrum for limiting cases of ¢ < 1 (Geo. 1)
and ¢ = 2.5 (Geo. 3) due to the dominant contributions of w
and w_ [green and brown solid lines in Fig. 2(b)]. However,
for ¢ = 1.5, the wy mode contribution becomes significant
due to enhanced normal-mode splitting and is seen as a third
peak in the system resonance [yellow solid line in Fig. 2(b)].
We refer to this as strong intermode coupling at the picoscopic
scale and is a generalization of strong field-field interactions
originally proposed in Ref. [15].

This modal analysis of the hybridized fields for various
¢ gives detailed insights into the behavior of the complex
spectral frequencies with real and imaginary parts o, and
w;, respectively. Let us consider w = 10 nm and investi-
gate the spectral correlations between hybridized modes.
For ¢ <« 1, the eigenfrequencies begin to evolve with @ =
2.46 4 0.195i eV, &y = 2.05 4+ 0.091i eV, and &_ = 2.01 +
0.095i eV. Here @y, is spectrally closer to @y than @y, yield-
ing considerable overlap between @, and @,,, while overlap
between @, and &, is forbidden. Then the mode &, ex-
hibits a bifurcation due to hybridization with @, [Figs. 2(a)
and 3(a)]. This bifurcation enhances as ¢ increases, giving
blueshifts of @ and redshifts of @_ and @&, branches. While
@ and @, branches converge asymptotically to @,,, we find
that w, transforms into a stable picocavity mode for ¢ = 2.5,
as indicated by the arrows in Fig. 3(a).

On the basis of our pico- and nanocavity mode analysis,
larger aspect ratios lead to resonances with lower frequencies
[orange dashed line in Fig. 2(a)] and lower dissipation [orange
dashed line in Fig. 3(a)]. This can be qualitatively explained in
terms of Fabry-Pérot resonances [35]. The picocavity (which
extends from the nanoparticle) facet can be approximated
as a terminated facet with modulus of reflectivity r ~ 1,
while the picocavity tip acts as an ellipsoidal termination
(resembling a half-ellipsoidal Fabry-Pérot resonator). In this
qualitative geometry, reflection is complex, and the phase
related to this reflection affects the Fabry-Pérot resonance
condition, i.e., the total accumulated phase of a plasmon wave
in one round-trip (/,) should be an integer multiple of 2.
A higher round-trip phase, at larger aspect ratios, leads to a
phase accumulation proportional to Re(®!,/c), where & is the
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Fabry-Pérot resonance. This clearly shows that the picocavity
resonances decrease as the aspect ratio increases. The weak
dissipation for this resonance reflects the minimum of the
dissipation of crystalline gold [20].

The interdependence between hybrid modes is influ-
enced by the frequency separation between original modes.
Larger w, leads to reduced overlap between the pico-
and nanocavity fields, with mixing only for small fre-
quency separation. Specifically, for ¢ < 1, wy and w_ are
spectrally close and [d¢E*® . E" > [a*vE* . EY;
consequently, these modes are hybridized, while for larger
¢ > 1, mixing occurs between wy and w_. Thus, for large w,
the mode coupling is small and mixing is spectrally forbidden.
We characterize the regions of the complex w plane with
allowed hybridization by the red and green shaded regions
in inset of Fig. 3(a), while spectrally inaccessible hybridiza-
tion is denoted by «y. Based on this physical insight, the
initially blueshifted @, behaving as a bright mode crosses
the metal-insulator-metal eigenfrequency @y [indicated
by the black dashed line in Fig. 3(a)], mixes with @ within
the allowed region, and eventually evolves into nanocavity
modes for larger ¢. Conversely, the redshifted @_, originating
as a bifurcated mode, crosses the dark @y line and mixes
with the original picocavity mode. We thus exploit this mixed
mode evolution to elucidate spectral properties of the Green’s
function [2].

We reconstruct the spectral component of the Green’s
function as G(0, 0, w) x Zl[l/(a) — @;)] and evaluate the
electromagnetic density of states and Purcell factor [36]. We
confirm that our evaluated Green’s function obeys Kramers-
Kronig relations, as is clear from Figs. 3(b) and 3(c), and
observe a regularized spectral evolution based on mixed
hybrid-mode evolution. For ¢ <« 1, Im[G(0, 0, w)] gives two
maxima corresponding to mixed @y and @_ modes. For ¢ =
1.5, we expect three frequency combs from the different ex-
citation responses in Fig. 2, but find instead a double peak:
a small peak from @_ and a dominant peak from &,. The
latter is much larger than that from @, so the two peaks
combine into a single Lorentzian peak. Interestingly, the peak
from é@_ bifurcates and evolves into a Fano resonance [37].
For ¢ = 2.5, the peak from @_ asymptotically approaches
@, =1.56 4+ 0.007i eV and forms a stable picocavity mode
with enhanced Purcell factor. In contrast, the other peaks
contain a negligible electromagnetic density of states, as seen
in Fig. 3.

V. PICOCAVITY FIELD QUANTIZATION AND ITS
INTERACTION WITH A QUANTUM EMITTER

Following Green’s function reconstruction, we now quan-
tize fields inside the picocavity geometric volume €2, bounded
by Sp, for which the picocavity-inside-NPOM structure acts as
a leaky cavity. We must include radiative PJRJ, and nonradiative
PJI\?} decay in field quantization; hence, the quantized field
does not follow the traditional quantum optics recipe. Here
we assume the bosonic creation (annihilation) operator

as f(r, “i) [f‘-(r, )] and introduce the quantized glectric
field as E(r, w) = iv/h/meo(w/c)* [ d*rG(r,r;w) - f(r, o)

[38]. To include nonradiative decay, we assume a volume

€ within which picocavity modes are excited, using
G(r, r’;w):Zj A, (w)E,;(r)E,(r') to obtain [E(r), E(r)]

= [Ef(r),ET(r)] =0and

YR PRILIL PR
Er),E'(r)] = v ;E](r) B
x /0 " do B@)[P (@) + P (6)

for PM(w) = [d®sepi(s, )E,;($)E(s) and B(w)=
(@/c) A, () A% ().
For PJ(];,), we assume Ei(r, w) and calculate (6) in

component form [E;(r), E]()] ~ Y, [¢7 do(w/c)* [ ds
em(s, w)Gyi(s, r, a))G;, j(s, r, w). Specifically, we consider the

Green’s function definition in the component form [d;,0; —

8 (A + (w/c)em(s, w))Gyi(s, r, w) = 64:6(s —r) [38,39],
where 0° := (9/0s). and A® is the Laplacian, multiply this by
G;, j (s, r, ), and perform volume integration. Then we use in-
tegration by parts and the divergence theorem [40] and assume
that the Green’s functions of hybrid modes are zero at the
ro. We employ i <> j and r <> r’ and perform complex con-
jugation of the resultant equation to obtain the radiative part
as P\ = [dA[O°E (s) - E ), (s) — 0°E ,(s) - E,(s)]. Interest-
ingly, Eq. (6) includes field hybridization to quantization.
Assuming E(r) = Z, Ej(r)fj + H.a., we achieve, from (6),

[ 7 ¢ ;] = (P),,. Correspondence between this commutation

relation and the bosonic commutation relation [a,, aj] =34,
allows us to define creation and annihilation operators as

ay = (BY, Ly =) B )
J' J

For @_ ~ @, forming a stable cavity mode, we obtain,

through the use of (7), 21, = (Pl/z)ppa for a := a, and E =

(P'/?) ,,,,E p(r)a + H.a., which provides a framework towards

the picoscopic light-matter interaction.

We note that the stability of the quantized picocavity mode
depends on dissipation. Thus the possibility of dissipative
mode quantization (for various ¢) can be qualitatively in-
terpreted in terms of different orders of perturbation. Lower
radiative and nonradiative losses for ¢ = 2.5 [see Fig. 3(a)]
correspond to zeroth-order perturbation, for which our formal-
ism for picocavity mode quantization is valid. Indeed, for low
radiative and nonradiative losses, as for 2 < ¢ < 2.5, losses
related to the picocavity field quenching to the nanoparticle
and nanocavity QNM excitation become negligible, which
corresponds to first-order perturbation. We note that our quan-
tization formalism incorporates radiative and nonradiative
loss channels, i.e., Pj(’j),, i € {R, NR}, and in this case is still ap-
plicable for picocavity mode quantization. However, the case
1 < ¢ < 2 is related to large dissipation, which corresponds
to higher-order perturbation; in this case, the picocavity QNM
can lead to nanocavity QNM excitation (due to the resonant
condition @&, ~ wy,) affecting quantization. Thus, including
a large dissipation into our quantization formalism and its
perturbation interpretation requires further consideration that
can be addressed in future work.
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Based on the field evolution and quantization framework, a
two-level quantum emitter can interact with quantized fields,
specifically with the @, = 1.56 + 0.007; eV mode, repre-
senting the light-matter interaction at the picoscale. For the
two-level quantum emitter approximation, standard meth-
ods of light-matter interaction, such as those outlined in
Refs. [9,10], should be applied. However, the effects of leak-
age and mode hybridization must be incorporated into the
quantization of the picocavity field, as these factors influ-
ence the interaction between the quantized picocavity mode
and the two-level quantum emitter. To model this interac-
tion, we consider the emitter as part of a molecule, treated
here as a pointlike dipole, e.g., conjugated bonds at the
molecule’s tail or an emissive lanthanide defect atom within
the molecule, interacting with the picocavity’s dipolar field.
Molecular size effects [21,22] are neglected in this context,
meaning the picocavity fields interact only with the pointlike
dipole and not with the entirety of the molecule’s orbitals.
As such, the dipole approximation is sufficient for this anal-
ysis. Discussions concerning stable interactions between the
entire molecule and picocavity fields, which could induce
chemical modifications via changes in molecular vibrational
spectra [41], are beyond the scope of this study and are not
considered here.

To test the feasibility of the interaction between a quan-
tum emitter and quantized picocavity mode, we consider a
single-mode quantized picocavity field with excitation fre-
quency w_ and a assume two-level quantum emitter with
ground (excited) state |g) (|e)), of excitation frequency
weg and decay rate I'e. Then the total Hamiltonian of
the system is Hyys = H, + Hp + Hin, Where H, = weg0to ™
is the quantum emitter Hamiltonian, with o+ (o~) the
raising (lowering) operator, Hy = w_d'a is the quantized
picocavity field Hamiltonian, and Hi,(w) = g(r, w)(cTa +
o~a") is the interaction Hamiltonian, with g(r, w) the
coupling constant between the two-level system and
picocavity mode.

In this work we are interested in the temporal evolution
of the quantum emitters; hence, the evolution corresponding
to the picocavity field must be traced out. To this aim, we use
the general framework of open quantum systems [42], treating
the picocavity as the bath (with bath operator B) and quantum
emitter as a system (with system operator S). Specifically,
we define S =0 4+ 0~ and B = g(r, w)(a + a') to express
the interaction Hamiltonian as H;,; = S ® B. In the interac-
tion picture with respect to H, + Hyy, we apply the mappings
a > ae”™ and o > oFe ! According to the standard
formalism of the light-matter interaction, all information
related to the interaction between a dissipative quantized
mode and a quantum emitter is reflected in the spectral
density defined as g(rg, w) = /J(w) [43]. The electromag-
netic density of states J(w) in turn is part of the interaction
Hamiltonian

Hi = VJ(w)(ota+oa"). ®)

In our picocavity-inside-NPOM case discussed here, g(r, w)
depends on the spatial distribution of the picocavity field
[see Fig. 4(a)] and the optical density of states, providing
the interaction for nonvanishing picocavity field E(¢) # 0
and picocavity density of states J(w) o Im[G(w)]. We thus

(2) -~ t

0 S : ‘
o s 10 15 2 % 5 10 15 2
Cegl Cogl

FIG. 4. Picoscopic light-matter interaction. (a) Field distribution
at @, = 1.56 +0.007i eV. An atomistic two-level quantum emit-
ter (integrated into a larger molecule) is situated at a distance ry
from the picocavity. The inset shows energy levels of the quantum
emitter. The brown curve is the density of states for @_ and ¢ =
2.5. Also shown is the excited-state p.. occupation for (b) various
transition frequencies w., and (c) different ry. Here time is scaled
to tp = 10 fs.

proceed with the resulting interaction Hamiltonian Hj, and
calculate the evolution of the atomic-state occupation pee(?)
using the master equation 9, p = i[Hin, p1 + Y j on [p]. Here
Lolp] gives the incoherent Lindblad terms corresponding
to the operator O considered as Lo[p] = (yo /2)(20,00T —
{070, p}) [41]. We assume a simple case, where the pico-
cavity has a dissipation £, due to nonradiative decay ynr &
2Im(em ()]0 (wres)|*/[filem (@) — €g]*] [44] and the two-
level system has a dissipation £, due to frequency-dependent
decay I'eg(w). We then evaluate the occupation of the ex-
cited state p,.(t) for ¢ = 2.5, corresponding to an enhanced
local density of states, and assume we, ~ 1.5 €V. There-
fore, our atom resonantly interacts only with the @, mode.
We further assume that the atom is in the ground state
at tg = 0, i.e., pg(to) =1, and p.(tp) = 0, with no atomic
excitation in the system, allowing us to obtain oscillatory
Jaynes-Cummings-like dynamics by fine-tuning the transi-
tion frequency of the two-level system and its distance from
the center of picocavity (ro = |[r —r’|), as clearly shown in
Figs. 4(b) and 4(c).

The outlined calculation serves primarily as a validation of
the Jaynes-Cummings model for picoscopic light-matter inter-
actions. To examine the contribution of the picocavity mode
to quantum dynamics, we focus on a resonant interaction
between the quantized picocavity field ¢ = 2.5 and a quantum
emitter, where nanocavity QNM:s are off-resonant and thus do
not influence the quantum dynamics. However, our formal-
ism can also be applied to investigate interactions between a
quantum emitter and a hybridized field in the limiting case
of ¢ « 1. This scenario, contrasting with our current focus,
would explore the dynamics of a quantum emitter within the
NPOM system when the picocavity mode does not contribute
to the interaction. We leave this case for future work (see

013026-7



ASGARNEZHAD-ZORGABAD, BAUMBERG, AND HESS

PHYSICAL REVIEW RESEARCH 7, 013026 (2025)

Ref. [45]) or a realistic example of dipole interactions with
NPOM modes.?

To establish the Jaynes-Cummings framework for pico-
scopic light-matter interactions, we neglect effects related to
electron kinetics and the physical size of the quantum emitter.
Consequently, we do not directly predict emission or absorp-
tion within this dipole approximation, as higher-order poles
and molecular-size effects might become significant [21,22].
For instance, at separations as small as 0.6 A as in Fig. 4(a),
lanthanide emitters are integrated into NPOMs [46], though
additional quantum effects, such as charge transfer, may arise
for many emitters. Furthermore, according to the kinetic the-
ory of electron gases, the accumulated energy within the metal
electrons can lead to nonexponential decay in the quantum
emitter, impacting its quantum dynamics.

VI. CONCLUSION AND OUTLOOK

In this work, we presented a multiscattering-based for-
malism that offers insights into the modal evolution and
quantization of the picocavity-inside-NPOM configuration.
By introducing a generalized coupled-mode theory and quan-
tizing the leaky picocavity modes, our approach addresses
three fundamental challenges in nano- and picophotonics: (i)
calculating the electromagnetic fields within nanostructures,
(i1) modeling a single gold atom on the facet of a nanoparticle,
and (iii) understanding the dynamic evolution of a quan-
tum emitter near a picocavity. Unlike previous studies [4,6—
9], our framework integrates these issues through a unified
coupled-mode formalism that analyzes the interaction of mul-
tiple nanocavity QNMs with a single picocavity QNM. This
is grounded in the premise that localized plasmon polariza-
tions can be effectively described using electromagnetic wave
theory, with the electric field governed by the kinetics of
electrons in the picocavity-inside-NPOM system.

A key strength of our approach is its ability to reveal
the interconnection of nanocavity modes through mode hy-
bridization, leading to spectral correlations among hybrid
modes. This field-field interaction merges discrete nanocavity
spectra with the continuous spectrum of the picocavity, result-
ing in the enhanced normal-mode splitting of up to 350 meV,
indicative of strong mode coupling. Hybrid modes in the
complex spectral domain evolve based on the overlap between
pico- or nanocavity QNMs and frequency detunings, creating
both allowed and forbidden couplings. By reconstructing the
self-interaction Green’s function, we demonstrate that inter-
mediate hybrid modes spectrally mix high- and low-energy
branches as the aspect ratio is tuned. Hybridization with the
high-energy branch produces a single Lorentzian peak for
the Purcell factor, while the low-energy branch bifurcates
into a Fano resonance, ultimately stabilizing as a distinct
picocavity mode.

3A potential approach to investigate the controllable interaction
between a quantum emitter and both pico- and nanocavity QNMs
is to consider a three-level quantum emitter, with each transition
resonantly coupling to either the picocavity or NPOM modes. The
specific case of ¢ < 1 can represent a scenario where the coupling
between the picocavity and the quantum emitter is suppressed.

To further illustrate the applicability of our formalism,
we employ the Lindblad master equation to model a two-
level quantum emitter positioned spatially and spectrally near
a stable @_ picocavity mode. Notably, our coupled-mode
framework successfully retrieves Jaynes-Cummings-like dy-
namics by fine-tuning the frequency and position of the
two-level system, showcasing its robustness in capturing
quantum dynamics within picocavity systems.

In configurations with intricate geometries, such as
picocavity-inside-NPOM setups, electron dynamics kinetics
introduces nonlocality [47,48] impacting both the picocavity
mode and its interaction with a quantum emitter. Nonlocality
manifests as Landau damping, influencing field enhancement
[47,49], and, within certain energy ranges, may also lead to
nonexponential decay of a quantum emitter due to energy ac-
cumulation in the electron gas. These factors play a significant
role and must be accounted for, especially in cases where
quantum emitters are positioned at subnanometer distances
from protrusions. Therefore, incorporating the electron gas
kinetics through the Boltzmann kinetic equation as an explicit
framework [47], using approximations such as quantum hy-
drodynamics [14], or applying quantum surface corrections to
QNM algebra [15] in our generalized quasinormal coupled-
mode theory should provide better accuracy, a refinement that
may be considered in future research. Moreover, the quantum
dynamics between the quantum emitter and the quantized pic-
ocavity mode warrant thorough investigation. Nonexponential
behavior due to the linear response of the electron gas [47]
and the role of plasmon memory associated with the picocav-
ity density of states are two distinct mechanisms that could
lead to a complex non-Markovian evolution of the quantum
emitter-picocavity field system [42,50]. Regarding plasmon
memory, the picocavity density of states could result in reab-
sorption and reemission of the plasmon field by the quantum
emitter [51-53] which might influence energy accumula-
tion within the electron gas. Including memory kernels for
light-matter interactions and considering the molecular-size
effect on quantum dynamics between the two-level emitter
and picocavity field could be valuable directions for future
work. In summary, representing the picocavity mode as a
QNM, along with the QNMs of a nanocavity, within an
electromagnetic framework for the picocavity-inside-NPOM
configuration provides valuable qualitative insights into near-
field characteristics. This approach enables the exploration
of picocavity mode hybridization, spectral correlations, and
leaky mode quantization, thereby opening new avenues for
investigating the dynamic interaction between quantized pic-
ocavity QNM(s) and two-level quantum emitters.
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FIG. 5. Picocavity-inside-NPOM  configuration, illuminated
with an external field E, at an angle 6,. For our Laplace
equation formalism, we assume a picocavity with radius R formed
on the facet of the nanoparticle. The origin of the coordinate is
then matched with the center of the picocavity, and the position
of the facet would then be fixed at z = —D. To satisty the general
boundary condition, we also assume an image charge (IC, indicated
in the inset) at z = —2D, which provides zero potential & =0
(represented by the gray line ® = 0 in the inset) at the interaction
surfaces.

APPENDIX A: POLARIZABILITY OF A TRUNCATED
SPHERE IN THE FACET OF THE NANOPARTICLE

In this Appendix we utilize an approach similar to that pre-
sented in Ref. [6] to calculate the polarizability of a picocavity
using the solution to the Laplace equation. To maintain self-
consistency in our work, we present the detailed quantitative
steps in our analysis. Here we approximate the picocavity as
a truncated sphere situated on the facet of the nanoparticle,
as shown in Fig. 5. We choose the center of the picocavity as
the origin of the Cartesian coordinate system. The picocavity
has radius R and the nanoparticle facet is located at z = —D,
with D > R. The width of the facet is also much bigger than
the size of the picocavity. Following Ref. [6], we also assume
an image charge at z = —2D to provide a boundary condition
®(r,0) = 0, with 9 the polar angle in spherical coordinates,
at the surfaces of both the facet and the picocavity (gray line
in Fig. 5). Finally, the picocavity-inside-NPOM structure is
illuminated by a weak electric field E(y = Ey(sin 8y, 0, cos 6)).
For arbitrary point r = |r|(sin 6 cos ¢, 0, cos @), the scalar po-
tential due to this weak field is given by @ (7,6, ¢) =
Eyr(cos 6 cos 6y + sin 6 sin 6y cos ¢).

Following previous works [31], we assume that the NPOM
modes can be expressed in terms of spherical harmonics
Y"@,¢) for 1 €{1,2,3,...} and —I <m < [. Assuming
Ey =1 V/m, we express the general solution of the poten-
tial for points outside the protuberance and in the dielectric
layer as

00 !
Du(r,0,9) =D > ("D +r'CL)Y" 0, 9). (AD)
1=0 m=—I

Using the boundary condition at r — oo where ®q4(r, 6, @) =
® (1, 0, ) and expressing spherical harmonics in terms of
Legendre polynomials

21+ 1) —m)! .
Y70, ¢) = ,/#P{"(COS@@W,

we obtain m € {0, 1} as possible solutions. Consequently,
Eq. (A1) reduces to

Dq4(r, 0, ¢) =rcosb cosby + rsin b sin by cos ¢

(o]
+ Z r=U*D(Cy;P] + C} P} cos ) + Pic.,
=1
(A2)

where P/"(n) = (1 —n*)"™2 /21 d/dn)*" (> = 1)) are
defined as the associated Legendre functions and we have used
CD‘IjC = bec(r, 0,¢) and P;" := P/"(cos®) as abbreviations.
Here CDfC(r, 0, @) is the potential due to the image charge that
satisfies the boundary condition.

We note that the scalar potential due to the image charge
must be chosen to ensure that the total potential at the bound-
ary, as characterized in Fig. 5, is zero, which is achieved by
assuming the potential due to this image charge as

Dfc = Y [ZiV(r. cos0) + I} V] (r. cosf) cos g . (A3)

j=1

We  characterize Vi'(r, cos) explicitly by setting ¥ =
(0,0, —2D) as the coordinate of the image charge. We then
obtain cos 0 = z,-/|r — r'|, where

Ir—r| = (r* —4rDcos b, +4D*)'/?,
with 6, = 7 — 0, and z,» = 2D — r cos 6. Finally, by equat-

ing r’(j“)P]’?’(cos 0) =V'(r,cos6) for r=|r—r|, we
obtain

VJ(r, cos 0) = (r? — 4rDcos 0 + 4D?*)~U+D/2

i 2D — rcos6
x P . (A
/2 —4rD cos 6, + 4D?

Similar to (A2), we introduce the scalar potential for » > R
in the metallic nanoparticle as

O (r, 0, ¢) =Dy + arcos b cos by + Brsinb sin by cos ¢

o0
+ Z r=U*D(M;P) + M, ;P cos p),
=1
(AS)

where @, o, and § are constants that we can explicitly char-
acterize using boundary conditions between the dielectric and
the facet of the nanoparticle. Note that the image charge does
not play a role in the potential inside the nanoparticle; there-
fore, we set @t = 0. Then assuming that the scalar potential
inside the picocavity should be finite, namely, removing coef-
ficients related to »~U*+! in Eq. (A1), we obtain the general
solution of the Laplace equation inside the protrusion as

Dy(r, 0, ¢) = Ppe + P

o0
+ Y r (PP + PP} cos g).
=1

(A6)

013026-9



ASGARNEZHAD-ZORGABAD, BAUMBERG, AND HESS

PHYSICAL REVIEW RESEARCH 7, 013026 (2025)

Finally, following a similar line of reasoning that yields
Eq. (A3), we express @IC as

P = Z[Jle?(r, cosf) + L7{JW]] (r, cos @) cos ¢].
=1
(A7)

Our derived scalar potential described by Eqgs. (A2), (AS),
and (A6) is analogous to that obtained in Ref. [6], as both
describe a truncated emitter on a flat substrate. Consequently,
spherical harmonics and associated Legendre polynomials can
be considered as a complete set for representing the scalar
potential. Thus, we can leverage general boundary conditions
to characterize the scalar potential of the picocavity. Specifi-
cally, according to classical electromagnetic theory, the facet
of the nanoparticle and surface of the picocavity must satisfy
two general boundary conditions: continuity of the potential
at z = —D and r = R. To apply these boundary conditions for
our design, we need to characterize V;” and W}" in Egs. (A2)
and (A6), respectively. Given that ¥ = (0, 0, —2D), we derive
the relations z = rcosf — 2D, cos@ = D/r, and rsinf =
[r> — D*]/2. Substituting these expressions into (A4), we

obtain

(J+1) ’

V! <r3 ?) _ (<o Pm

r— G+ -

Next we substitute these results into Egs. (A2) and (AY),
setting ®4(r, 0, @) = P (1, 0, ). In addition to the continuity
of the scalar potential, we must also consider the continuity of
the normal component of the displacement vector, which for
the picocavity-inside-NPOM structure can be expressed as

8gazcbd(r» 0, ®)p=rcoso = em(w)3; P (r, 0, @)p=rcoss-

We then plug the scalar potential from (A2), and (AS) into
these boundary conditions, achieving a = g,/en(w), B =1,

We note that this boundary condition does not include the or-
thogonality of the spherical harmonics related to QNM theory
and hence our expressions in the derivation of the boundary

condition at z = —D are similar to those in Ref. [6].
Despite the similarity in approach and successful appli-
cation for z = —D, we must now note that the boundary

condition recipe presented in Ref. [6] at r = R is not generally
applicable within the framework of QNM algebra. Indeed,
while our mathematical formulation of spherical harmonics
and associated Legendre functions is similar, the normaliza-
tion, orthogonality, and completeness of these modes that
adhere to QNM algebra differ significantly from the normal
modes assumed in Ref. [6]. Therefore, although the boundary
conditions introduced in that reference might be applicable
to our quantitative analysis, spherical harmonics specific to
the NPOM structure must also satisfy the boundary condition
related to QNM algebra. Specifically, QNMs are subject to
perfectly matched layers, influencing their orthogonality, nor-
malization, and completeness. Including explicit contributions
due to QNM algebra on the scalar potential falls outside the
scope of our present work.

Quantitatively, we note that spherical harmonics in Ref. [6]
are assumed to form a complete orthogonal set, with the
orthogonality condition given by

2(j + m)!
2j+ D(j —m)!

where t = cos 8. This condition differs significantly from the
orthogonality condition of the QNM algebra that we used in
our work

1
/ dt P/"(t)P"(t) = 8jks (A9)
-1

/ AV Y [ (@) — Onem(@)1Y" = S (A10)
Vet

Consequently, the approach taken in Ref. [6], which involves
multiplying P (or Y?) by (&4 — ®,),—r and integrating over
all azimuthal and polar angles appears to be inaccurate for
nanometer and subnanometer structures.

A better accuracy can be obtained by utilizing (A10)
instead of (A9); however, this analysis requires careful

Y% = (1 —a)Dcos6, and integration over azimuthal and polar angles, as well as
. (a)) spatial integration over perfectly matched layer regions.
Ty =(— 1)J s — Eml®) (A8) Consequently, boundary conditions related to » = R cannot
&gt Em(“)) be exploited to also fix the scattering boundary conditions.
~ 1 =
By = 2.07eV By = 2.18eV 1
10
i
> >
- -10
o |® .
—-10 0 10 —-10 10 "9 0 2
x(nm) x(nm) x(R)

FIG. 6. The z-component electric field of the normalized nanocavity and picocavity QNMs. (a) Spatial distribution of E,, (x, y) correspond-
ing to @y, and (b) field profile of E,(x, y) corresponding to @y, eigenfrequencies. (c) The z component of the picocavity QNM Ep (x,y). The
color bar in each panel represents the normalized field intensity E., /|E,, max|, with m € {nl, n2, p}, and for |E,, .| the maximum of the field
corresponds to nanocavity-picocavity QNMs. In these simulations, we assume 2R = 80 nm as the nanoparticle radius, w = 10 nm as the facet
width, d = 1 nm as the gap size, n, = 1.45 as the gap index, ¢ = 2.5, and z = 0.35 nm.
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Despite quite dissimilar orthogonality conditions, Eq. (A9)
can still yield a mathematical expression for the polarizability
of the picocavity-inside-NPOM configuration, which is
analogous to the one derived via spectral representation.
Hence, in the following, we use the traditional orthogonality
relation (A9) to calculate the polarizability of the truncated
sphere (assumed here as a picocavity).

For our specific architecture, by disregarding the QNM
orthogonality and by assuming ¢ = cosf, we express the
boundary condition at r = R as

R 2
/ dt/ dp(®g — ®,),—rPL(1) = 0. (A11)
-1 0

Next we substitute ®4 and &, using (A2) and (A6), respec-
tively, in this equation and utilize the relation

&g — Em(w)

= (—1) 28 .
k71j ( ) 8g+8m((1)) 1j

and orthogonality of the Legendre polynomials for different
m, namely, f()z” Pjl (t1)PY(t) cos 9 de = 0, and also (A9) to ob-
tain the characteristic equation

oo
Z CijCij — 2®@pedio = Ex cos by

j=1

(A12)

for

Cp: = de, N
kj = 2k + Dleg + em(w)] Jjk
g @) [ v 0

ey Fom(@) ), YEO = CDVIADIR@).

(A13)

An expression similar to (A12) can then be readily derived
for Py; coefficients. We define the polarizability along the z
axis as

3
&R

——Cq. (Al4)
£ cos 6y

o, =

Assuming a truncated sphere on the facet, we can utilize
the identity [6]
I+ j)!rZP,m(t)
(I +m)!(j — m)!\(2D)Hi+1"
(A15)

VI ) = (1))
I=m

Then we define the average (&) and relative (&) permittivity
as € := &, + én(w) and 8¢ := &, — en(w) and truncate the
spherical harmonic expansion to dipole approximation, which
allows us to express Cy; as

_ de/(eg +E)
L= (1/4)[Ge)/E(eg + B

Finally plugging this equation into (A14), we obtain the po-
larizability along the z axis as

Cn (A16)

em(w) — &4
&g + L [en(w) — 8g] '

(@) = &oVsp (A17)
which, apart from the geometrical factor L, is the same as
Eq. (1) achieved using the spectral representation [19].

APPENDIX B: FIELD PROFILE OF THE PICOCAVITY
AND NANOCAVITY QNMS

As indicated in Sec. IV, the NPOM structure has two
modes with considerable overlap with the picocavity QNM,
namely, a bright mode with resonant frequency @,; =~ 2.07 eV
and a dark mode corresponding to @, ~ 2.18 eV. Based
on the nomenclature description of the NPOM structure
presented in Appendix A, we denote that the z-component
electric-field profile of @y, is indeed spherically harmonic and
spatially distributed with bright circular symmetry [Fig. 6(a)],
while @,, is antisymmetric with odd spatial distribution
[Fig. 6(b)], which is in agreement with previous modal analy-
sis of an NPOM structure [31]. We note that the picocavity is
an elongated ellipsoid whose radiation we approximate with
a dipolar reradiation; therefore, the picocavity QNM should
have a spatial distribution of a dipolar radiation pattern, as
indicated in Fig. 6(c).
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